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A practical example of Text Mining combined with Machine Learning in insuranc
industry: claim management support

- Today claim analysts need to read every report, then decide either a claim is to decline or not. This approach h
several drawbacks:
0 Resources consuming
0 Operational risk
0 Subjective in some ways

- Text Mining combined with Machine Learning techniques can help claim analyst
oThe machine can process alone the oOeasyd cases

oand provide insights on the oOcomplicatedd cases
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In order to determine the cause of claims we have to combine Text Mining techt
with Machine Learning modeling
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Before having a look at unstructured data, let us define what is structured data:
data that resides in a fixed field within a record or file.

Currently most of data used in the insurance industry is what we call structured data. Each information is stored ir
field (column) that has a single type (numeri c, Cul

Example of claims data used in experience analysis:

Policy Numbe| Insured I Gender DOB REUS @G Data of claim reportin¢ Claim amount B[22 @GN
occurrence (ICD 10)
05/03/197
0019283742 | 7629384 1 2 02/04/2016 06/08/2016 100000 C43
24/04/195
0029384629 | 1929834 2 2 05/09/2016 17/11/2016 22000 C56
29/10/196
Ex{ 0023872983 | 3984623 2 5 23/07/2016 02/10/2016 240000 C22
15/01/198
Policy Numbe| Insured I0 Gender DOB BMI Blood Pressure HDL Smoking
0019283742 | 7629384 1 05/032/197 22.00 141.00 30.00 Yes
0029384629 | 1929834 2 24/042/195 31.00 160.00 22.00 Yes
0023872983 | 3984623 2 29/1%/196 19.00 128.00 28.00 No
§ 15/01/198
0012987187 | 3209842 1 27.00 135.00 41.00 No
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In opposition to structured data, unstructured data is all those things that can't k
readily classified.

When it comes to texts or pictures, there is no more structure. The data can take multiple forms as there is no
standardization of the input. Below some examples:
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Sentiment Occupation Cause of claim

.
White collar
Stroke
Blue collar
Heart Attack
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Natural Language Processing (NLP)
From text to numerdcthe concept

Document A G -- "L-_-_-_-_-_-_-_-_-_A-_";|_|-_-_-_-_-_-_-_-_-‘:
9 20020414 13- |4 Cental Respiratory Failurd
20131206
) , ) The matrix is then populated by counting the number of occurrgnce of
U -4 Thyrod Cancer each important word in every document. '
Document B fg) ST :
B
8
= Document C __--G)
G
02
~ Document D Q .
9 20020416 , 20130416
-/

From text information we get numeric information on which machine learning algorithms
can be applied
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To create a structured dataset, we canmgeamstext segmentation method.

A Thengramsmethod consists in creating a sequencatems from a given sequence of text. The items can be: syllables, letters, worc

etc.
Document
unigraml To bigram1 To be trigraml To be or
unigram 2 be bigram2 be or trigram2 be or not
To be or noto be . . :
unigram 3 or bigram3 or not trigram3 or not to
e e e

A ngramssegmentation is widely used in text mining. However it might not be the best approach in Chinese.

Document

unigramil (evil)

. bigram1 (Vicious) . .
(Malignant neoplasms) un!gramz (Sex) bigram2 (Swollen) tr!graml (Malignant swollen)
unigram3 (swollen) . trigram?2 (Tumor)
. bigram3 (Tumor)
unigramé4 (tumor)

A More performant segmentation methods exist and must be adapted to the language processed.

A For theChineseuse case ve considered a word segmentation method constructed for Chinese. We considegeinsapproach for
the Australian use case with claims description in English.
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Main concerns when usmgramsapproach in English.

A Usingtrgramssegmentation in the documents as they are can entail someBiswresanalyzing text, preprocessing is to do in order no
to bias the analysis.

Potentialissue lllustration Solution
Uppercase VS lower case Cancetis consider distinct frozancer Convert all characters to lower case
Same wordfamil injuriesinjury, injuredmust be considered as a same word Stemming process : reducing words to their stem, base or
y I Jury inj root form. Alsdelps dealing with different verb tenses.
. . JointéLigamentsnust b?c"”?‘”'”m“d Ligament Correctly deal with punctuation (convert to spaRele
Composite termé or not and notJointsLigament not applied to some selected words
What aboutB-Cell? PP
Extra space may lead to include a space in a word and so to consider it as afnew
Extra space . : Remove extra spaces
word compared with the same without the space
Characters / words that not Punctuation, Stop Wordeé of, é), t oo gendédiseasdforcause ds such as
. . . S . ~ emove them . o]
convey much information of claim classification that probalply wonot |ﬂ‘le pto discrimin

Numbers areften said not to provide useful information. However, in cause fof
Numbers claim classification some numbers should be kept : ICD10 code, number asspciatedrind rules to define numbers to keep or remove

to the discs of the spine

Typos Parkisorinstead ofParkinson Use adlctlonar)of most common typos,
(work with charactergrams ?)
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The words are linked to documents via their frequency of occurrence.

Raw Count

Most intuitive approach is to count how
many times each word appear in each
document.

Document A

Document B

Document C

Document D

TF-IDF

To go further into the normalization, we
consider also the frequency of
occurrence of words in whole documentd
- Frequencies are adjusted for how
rarely a word is used. It allows to
consider as less relevant words that
are too rare or too frequent.
- Most used weights computing
approach is Term Frequerayerse
Document Frequency-(DDiF).

Document A

However, the words tends to
appear more often in long
documents. To tackle this,
instead of raw count, we use
weights
based on both words
occurrences and documents
length.

Document B

Document C
Document D
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Natural Language Processing illustration : Document preprocessing and Docunr

term matrix creation
Convert to lower case

cause of claim description

preprocessing

Document term matrix
creation ‘

Malignant neoplasnof pancrea Cancer zfer:q?xﬁ‘;mp words malign neoplasm pancreas Cancer
MAJOR DEPRB#HDISORBRANXIET. Mental illness major depresslisordanxiety Mental illness
Depres®n Poor mood Mental illness » depresspoor mood Mental illness
Documents

Raw count
Causeof claim description Description preprocessed anxieti depress  disord malign mood neoplasm pancrea  poor
Malignant neoplasnof pancrea malign neoplasm pancreas 0 0 0 0 1 0 1 1 0
MAJOR DEPRB&HDISORBRANXIET. major depresslisordanxiety 1 1 1 1 0 0 0 0 0
Depres®n Poor mood depresspoor mood 0 1 0 0 0 1 0 0 1

TFIDFmeasure

Causeof claim description Description preprocessed anxieti depress  disord malign mood neoplasm pancrea poor
Malignant neoplasnof pancrea malign neoplasm pancreas 0 0 0 0 0.53 0 0.53 0.53 0
MAJOR DEPRBHDISORBRANXIET. major depress disoranxiety 0.40 0.15 0.40 0.40 0 0 0 0 0

Depres®n Poor mood depress poor mood 0 0.19 0 0 0 0.53 0 0 0.53
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Application to our use cases, data preparation and final outputs.

Chinese Use Case

DataPreparation

Wordscuirmomeé 88 %t hweh od cec u mheanbtesere mov b ds e

wordamoctont niob@ss cri mi nati on _ _
Special cleaning for the
Chinese case to remove nois

Final database for training test words

S h omotr dasb @ e n

. . . . . remoV b dwsoer dam ot
21,964 claims (and 5,491 claims in the validation test) br irred eivnafnotr fma

t hper edi ct i

852 words

175 cause of claims classes
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