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·Today claim analysts need to read every report, then decide either a claim is to decline or not. This approach has 

several drawbacks:

o Resources consuming

o Operational risk

o Subjective in some ways

·Text Mining combined with Machine Learning techniques can help claim analyst

o The machine can process alone the òeasyó cases,

o and provide insights on the òcomplicatedó cases.

A practical example of Text Mining combined with Machine Learning in insurance 
industry: claim management support
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In order to determine the cause of claims we have to combine Text Mining techniques 
with Machine Learning modeling

Initial input

Å Text data: 

claims reports

Å This 

unstructured 

data does not 

fit in ML 

algorithms

Natural Language 

Processing

Thanks to NLP we 

build a structured 

dataset

Structured dataset

ÅNumeric data

ÅThat fit in ML 

algorithms

Machine Learning

ÅML algorithms 

predict the cause 

of claim

Cause of claim

ÅClaims classified 

per cause

1 2 1 3
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Unstructured data1
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Before having a look at unstructured data, let us define what is structured data: 
data that resides in a fixed field within a record or file.

Currently most of data used in the insurance industry is what we call structured data. Each information is stored in a given 

field (column) that has a single type (numeric, currency, alphabetic, date, addressé).  

Example of claims data used in experience analysis:

Example of data used for medical underwriting :

Policy Number Insured ID Gender DOB
Date of claim 

occurrence
Data of claim reporting Claim amount

Type of Claim 

(ICD 10)
é

0019283742 7629384 1

05/03/197

2 02/04/2016 06/08/2016 100000 C43

0029384629 1929834 2

24/04/195

2 05/09/2016 17/11/2016 22000 C56

0023872983 3984623 2

29/10/196

5 23/07/2016 02/10/2016 240000 C22

0012987187 3209842 1

15/01/198

1 18/02/2016 22/03/2016 77000 D35Policy Number Insured ID Gender DOB BMI Blood Pressure HDL Smoking é

0019283742 7629384 1
05/03/197

2
22.00 141.00 30.00 Yes 

0029384629 1929834 2
24/04/195

2
31.00 160.00 22.00 Yes 

0023872983 3984623 2
29/10/196

5
19.00 128.00 28.00 No 

0012987187 3209842 1
15/01/198

1
27.00 135.00 41.00 No 
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In opposition to structured data, unstructured data is all those things that can't be so 
readily classified.

When it comes to texts or pictures, there is no more structure. The data can take multiple forms as there is no 

standardization of the input. Below some examples:

Such a good idea the TM follow up 

sessions !

Excitingabout seeing that #SCOR #AI 

# text mining

Iõd have liked to attend,

unfortunatelywonõt be availableé

Quite scepticalé but letõs see é

Machines canõt replace humans L !!!

Job description

Commercial and industrial equipment 

electrical & electronics repairers

Plumbers, pipefitters and steamfitters

Senior corporate executive

Software ingeneer

Marketing actuary

é

é

é

White collar

Blue collar

Cancer

Stroke

Heart Attack

Medical report

Cause of claimOccupationSentiment

Yammer messages
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Natural Language Processing
2
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20131206
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AMI

Central Respiratory Failure

Document A

Document B

Document C

Document D

Each document analysed corresponds to a row of the matrix.

Step 1

From text information we get numeric information on which machine learning algorithms 

can be applied

Thyroid Cancer

chronic kidney disease

dialysis

breast cancer

Document D

Document C

Document B

Document A 1

0 1

0

0

0

0

0

1

0 000

0 0 0 1

0

001

00 1

Every important word corresponds to a column of the matrix.
The matrix is then populated by counting the number of occurrence of 

each important word in every document.

Natural Language Processing (NLP) 
From text to numeric ðthe concept

Step 2Step 3
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To create a structured dataset, we can use n-gramstext segmentation method.

Document 1-gram 2-grams 3-grams

To be or notto be

unigram1

unigram 2 

unigram 3 

é

To

be

or

bigram1

bigram2 

bigram3

é

To be

be or

or not 

trigram1 

trigram2 

trigram3 

é

To be or

be or not

or not to

Å The n-gramsmethod consists in creating a sequence of n items from a given sequence of text. The items can be: syllables, letters, words, 

etc.

Å n-gramssegmentation is widely used in text mining. However it might not be the best approach in Chinese.

Document 1-gram 2-grams 3-grams

(Malignant neoplasms)

unigram1

unigram2 

unigram3 

unigram4

(evil)

(Sex)

(swollen)

(tumor)

bigram1

bigram2 

bigram3

(Vicious)

(Swollen)

(Tumor)

trigram1 

trigram2 

(Malignant swollen)

(Tumor)

Å More performant segmentation methods exist and must be adapted to the language processed.

Å For the Chineseuse case we considered a word segmentation method constructed for Chinese. We considered n-gramsapproach for 

the Australian use case with claims description in English.
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Main concerns when using n-gramsapproach in English.

Potentialissue Illustration Solution

Uppercase VS lower case Canceris consider distinct from cancer Convert all characters to lower case

Same wordfamily injuries, injury, injuredmust be considered as a same word
Stemming process : reducing words to their stem, base or 

root form. Alsohelps dealing with different verb tenses.

Composite termé or not

Joints/ Ligamentsmust become Jointsand Ligament, 

and not JointsLigament.

What about B-Cell?

Correctly deal with punctuation (convert to space). Rule 

not applied to some selected words

Extra space
Extra space may lead to include a space in a word and so to consider it as a new 

word compared with the same without the space
Remove extra spaces

Characters / words that not 

convey much information

Punctuation, Stop Words (the, of, é), too general words such as diseasefor cause 

of claim classification that probably wonõt help to discriminate the causes of claim
Remove them

Numbers

Numbers areoften said not to provide useful information. However, in cause of 

claim classification some numbers should be kept : ICD10 code, number associated 

to the discs of the spine

Find rules to define numbers to keep or remove

Typos Parkisoninstead of Parkinson
Use a dictionaryof most common typos,

(work with characters-grams ?)

Å Using n-gramssegmentation in the documents as they are can entail some issues.Before analyzing text, preprocessing is to do in order not 

to bias the analysis.
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The words are linked to documents via their frequency of occurrence.

Document A 1 0 0 3

Document B 1 1 0 0

Document C 1 2 1 3

Document D 1 1 1 2

Document A 0.05 0 0 0.09

Document B 0.02 0.02 0 0

Document C 0.05 0.07 0.03 0.09

Document D 0.04 0.05 0.03 0.08

Raw Count

TF-IDF

Most intuitive approach is to count how 

many times each word appear in each 

document. 

However, the words tends to 

appear more often in long 

documents. To tackle this, 

instead of raw count, we use 

Term-Frequencyweights 

based on both words 

occurrences and documents 

length.

To go further into the normalization, we 

consider also the frequency of 

occurrence of words in whole documents.

- Frequencies are adjusted for how 

rarely a word is used. It allows to 

consider as less relevant words that 

are too rare or too frequent.

- Most used weights computing 

approach is Term Frequency-Inverse 

Document Frequency (TF-IDF).



12

cause of claim description Causeof claim class

Malignant neoplasm of pancreas Cancer

MAJOR DEPRESSIVEDISORDER/ANXIETY. Mental illness

Depression. Poor mood Mental illness

cause of claim description preprocessed Cause of claim class

malign neoplasm pancreas Cancer

major depress disordanxiety Mental illness

depresspoor mood Mental illness

TF-IDFmeasure

Causeof claim description Description preprocessed anxieti depress disord major malign mood neoplasm pancrea poor

Malignant neoplasm of pancreas malign neoplasm pancreas 0 0 0 0 0.53 0 0.53 0.53 0

MAJOR DEPRESSIVEDISORDER/ANXIETY. major depress disordanxiety 0.40 0.15 0.40 0.40 0 0 0 0 0

Depression. Poor mood depress poor mood 0 0.19 0 0 0 0.53 0 0 0.53

· Convert to lower case

· Remove stop words

· Stemming

Document term matrix 

creation

Natural Language Processing illustration : Document preprocessing and Document 
term matrix creation

Documents 

preprocessing

Raw count

Causeof claim description Description preprocessed anxieti depress disord major malign mood neoplasm pancrea poor

Malignant neoplasm of pancreas malign neoplasm pancreas 0 0 0 0 1 0 1 1 0

MAJOR DEPRESSIVEDISORDER/ANXIETY. major depress disordanxiety 1 1 1 1 0 0 0 0 0

Depression. Poor mood depresspoor mood 0 1 0 0 0 1 0 0 1
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Application to our use cases, data preparation and final outputs.

Data Preparation

Wordsoccurringinmorethan50%ofthewholedocumentshavebeenremoved:those

wordsdonotcontributeinclassdiscrimination

Final database for training test

21,964 claims  (and 5,491 claims in the validation test)

852 words 

175 cause of claims classes

Special cleaning for the 

Chinese case to remove noisy 

words

Shortwordshavebeen

removed:Thosewordsdonot

bringrelevantinformationfor

theprediction

Chinese Use Case 
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Multiclass Machine Learning
3


